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ABSTRACT
Recent method developments involving path integral simulations have come a long way in making these techniques practical for studying
condensed phase non-equilibrium phenomena. One of the main difficulties that still needs to be surmounted is the scaling of the algorithms
with the system dimensionality. The majority of recent techniques have only changed the order of this scaling (going from exponential to
possibly a very high-ordered polynomial) and not eased the dependence on the system size. In this current work, we introduce an adaptive kink
filtration technique for the path generation approach that leverages the locality of the interactions present in the system and the consequent
sparsity of the propagator matrix to remove the asymptotic size dependence of the simulations for the propagation of reduced density matrices.
This enables the simulation of larger systems at a significantly reduced cost. This technique can be used for simulation of both non-equilibrium
dynamics and equilibrium correlation functions and is demonstrated here using examples from both. We show that the cost becomes constant
with the dimensionality of the system. The only place where a system size-dependence still remains is the calculation of the dynamical maps
or propagators, which are important for the transfer tensor method. The cost of calculating this solvent-renormalized propagator is the same
as the cost of propagating all the elements of the reduced density matrix, which scales as the square of the size. This adaptive kink-filtration
technique promises to be instrumental in extending the affordability of path integral simulations for very large systems.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0256855

I. INTRODUCTION
Simulation of the dynamics of open quantum systems has been

a perpetual challenge owing to the exponential growth of com-
putational complexity of quantum dynamics with the number of
degrees of freedom. Avoiding this “curse of dimensionality” and
side-stepping the exponential scaling have become a cornerstone
of method development in the field. The relevance of such efforts
is amply illustrated by the relevance of these simulations in the
world of artificial photosynthesis and quantum computing. While
wave function propagation approaches such as the density matrix
renormalization group (DMRG)1 and its time-dependent variant (t-
DMRG)2,3 and the (multilevel) multiconfiguration time-dependent
Hartree [(ML-)MCTDH]4–6 are capable of handling large systems,
they are still not able to handle a continuum of environment degrees
of freedom populated at finite temperatures efficiently.

A lucrative alternative to wave function-based methods is
methods that simulate the dynamics of the reduced density matrix.

While approximate methods such as the Bloch–Redfield master
equation, the Lindblad master equation, and multichromophoric
incoherent Förster theory are commonly used in different cir-
cumstances, path integrals offer a way to simulate the dynam-
ics in a numerically rigorous manner incorporating the effects
of the dissipative media without any approximation using the
Feynman–Vernon influence functional.7 The quasi-adiabatic prop-
agator path integral8–10 (QuAPI) family of methods and the hierar-
chical equations of motion11,12 (HEOM) family of methods form two
of the most commonly used frameworks that allow for such calcula-
tions. HEOM has historically been limited to using a Drude–Lorentz
description of the dissipative environment. A flurry of recent work,
though, has been geared toward expanding the capabilities of the
original algorithm to dealing with non-Drude–Lorentz baths and
especially more structured environments.13–18

While these numerically rigorous path integral methods are
capable of giving the correct dynamics irrespective of the coupling
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involved, the cost of the calculations grows exponentially with
the system size within the non-Markovian memory length. The
transfer tensor method (TTM)19 and the small matrix decomposi-
tion of path integrals (SMatPIs)20 alleviate the cost of propagating
the reduced density matrix beyond the memory length. A differ-
ent set of methods have been aimed at addressing the simulation
within the memory length, which can then be leveraged by the
previous two methods to simulate beyond it. This intrinsically
non-Markovian portion of the dynamics proves to be more chal-
lenging to handle. While the blip decomposition21,22 was used to
bring down the cost based on the structure of the influence func-
tional, various methods based on tensor networks23–26 utilize the
relative locality of the non-Markovian memory to improve the
scaling of the full path simulations. Furthermore, the multi-site ten-
sor network path integral approach27 has used tensor networks to
capitalize the short-ranged nature of the interactions between var-
ious units of a long aggregate to improve the performance of path
integrals for extended systems. These methods have made the appli-
cation of path integrals to large molecular aggregates increasingly
approachable.28 All of these tensor network-based methods bring
down the exponential scaling of the algorithm to some polynomial
scaling.

However, one of the important problems that remain is how
to tackle larger systems. The cost of the full-path simulation grows
extremely rapidly with the system size. Recently, Makri has shown
that limiting the number of kinks (or time steps where the state
of the system changes in a given path) allowed in the paths proves
to be an interesting alternative approach to building the path list
for the simulations.29 While it is also able to curb the exponential
scaling to a polynomial algorithm, this kink-summed path integral
approach still scales as a high-degree polynomial of the size of the
system. Here, it should be mentioned that the modular path inte-
gral (MPI)30 and the multi-site tensor network path integral (MS-
TNPI)27 are capable of handling large systems with relatively local
interactions.

In this paper, we ask if it is possible to reduce the complexity of
path integrals for extremely large systems. The dream is to attempt to
ensure that for very large systems, asymptotically, the scaling of the
path integral becomes a constant instead of depending on the system
size. A crucial step toward this goal is in the identification of the fact
that even in the presence of long-ranged interactions, for all phys-
ical systems, the extent of these long-ranged interactions is much
smaller than the size of the aggregates. As a result, the system propa-
gators become sparse. This current work leverages the sparsity of the
propagator matrix in developing a path filtration technique in which
the number of paths does not scale with the system size beyond
some threshold size. The kink filtration technique developed here
additionally does not depend on particular structures of the Hamil-
tonian. This paper is organized as follows: in Sec. II, we motivate
the method by exploring some simple closed-system problems. The
path generation algorithm is developed using these intuitions. Then,
in Sec. III, we apply this algorithm to study the non-equilibrium
excitonic dynamics of a chain of bacteriochlorophyll molecules and
simulate equilibrium correlation functions of open quantum sys-
tems; finally, we end this paper with some concluding remarks. The
algorithms are implemented as a part of the QuantumDynamics.jl
framework.31

II. MOTIVATION AND METHOD
Before including the thermal dissipative environment, let us

start by analyzing a discretized path integral representation of the
wave function propagation for a system defined by the Hamiltonian

Ĥ0 = ϵ
d

∑
j=1
∣ j⟩⟨ j∣ +∑

j>k
J(∣ j − k∣)(∣ j⟩⟨k∣ + ∣k⟩⟨ j∣). (1)

This is a simple Frenkel-like model for exciton or charge transport
with d sites. The state ∣k⟩ represents the excitation (or charge) on the
kth molecule or site and every other site in the ground (or neutral)
states and spans a d-dimensional Hilbert space. The electronic cou-
pling between two states, ∣ j⟩ and ∣k⟩, is given by some function J of
the distance between the two sites. Typically, the physics of dipolar
interactions implies that J would decay with distance (as R−3, where
R is the distance, but we do not make that assumption for the ensuing
discussion).

If we start from an initial state ∣ψ(0)⟩, then the time propagated
wave function is given as follows:

⟨sN ∣ψ(NΔt)⟩ =
N−1

∏
j=0
∑

sj

⟨sj+1∣ÛΔ∣sj⟩⟨s0∣ψ(0)⟩, (2)

where

ÛΔ = exp(−i
Ĥ0Δt

h̵
). (3)

Here, {sj} is the path under consideration connecting the initial state
at s0 to the final state at sN in N time steps. If the dimensionality of
the Hilbert space is d, then this scales as O(dN

) as every point in
the path, sj, is d-dimensioned. The recently developed kink-summed
path integral29 groups the paths in terms of the number of kinks it
possesses, where a kink is defined as a segment where sj ≠ sj+1. Makri
has recently showed29 that while the number of paths with a particu-
lar number of kinks undergoes a maximum at N

2 , the net amplitude
contributed by the set of paths with a particular number of kinks first
increases and then decreases becoming practically negligible by the
time one incorporates 8–9 kinks. Hence, in condensed phase simu-
lations, it may not be necessary to include all kinks to get the correct
dynamics.

To understand the complexity of a kink-summed path integral
wave function simulation, one needs to count the number of N-time
step paths involving up to K. This is given by

min (N,K)
∑
k=0

(
N
k
)(d − 1)k. (4)

If all kinks are accounted for, this binomial expansion sums to be
the expected dN . The computational complexity of the kink-summed
path integral on including up to K kinks is a polynomial of order
K (for N > K). Surprisingly, if the number of blips that we need to
incorporate is around 8 or 9, this cost asymptotically becomes signif-
icantly larger than the polynomial dependence of the tensor network
algorithms.23,32

The holy grail of the algorithm design, therefore, would be
to attempt to remove the d-dependence of the computational
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FIG. 1. Absolute value of short time propagators for the 101-mer Frenkel exci-
ton model with ϵ = 0, J(R) = − 1

R3 at two different values of Δt. (a) Δt = 0.25.
(b) Δt = 5.0.

complexity. To that end, we note that because of the relatively short-
ranged interactions present in the Hamiltonian (that is J decays with
distance), the propagator ends up connecting “sites” that are rela-
tively close as well. In Fig. 1, we plot the absolute values of all the
elements of the short-time propagator for a long-distance interact-
ing dipolar exciton-transfer model with 101 sites or d = 101. The
propagators are calculated at Δt = 0.25 and Δt = 5.0. For the isolated
system, the propagation is exact at all values of Δt. However, as soon
as we put in the environment, the system–environment coupling
would put an upper bound on the size of Δt that is converged due
to errors associated with Trotter splitting of the propagator. Notice
that the propagator is almost completely diagonal at the shorter val-
ues of Δt, despite having a long-range coupling J(R) = − 1

R3 . This can
be understood quite simply by expanding Eq. (3),

ÛΔ = I − i
Ĥ0Δt

h̵
+ O((HΔt

h̵
)

2
). (5)

Therefore, at very short times, the structure and the sparsity of the
propagator matrix are the same as those of the Hamiltonian. Hence,
of the d − 1 possible kink segments, only a very few of them would
contribute a non-negligible amplitude as long as Δt is relatively
small. Even at significantly larger times, we notice that the propaga-
tor, while not diagonal, still has a band structure and is quite sparse.
The breadth of this band is related to the maximum value of ∣i − j∣ for
which ⟨i∣ÛΔ∣ j⟩ has a non-negligible contribution. This determines
the number of kinks that are relevant to the calculation.

A. Path generation algorithm
The goal, then, is to design an approach to path generation that

leverages the relative locality of interaction and the consequent spar-
sity of the propagator matrix to generate the optimal path list. This
should allow us to achieve asymptotic size-independence for the
path integral simulations while being able to take advantage of the
latest developments that have made simulations significantly more
feasible. Consider the following algorithm of generating paths of N
time steps with a maximum of K blips:

1. Start with the set of all N − 1 time step paths with K or less
blips, SN−1

K .
2. For every path in SN−1

K , create N time step paths by repeating
the last element in the path. These would constitute the paths
that do not have a kink on the final segment.

3. For all paths in SN−1
K with less than K kinks, create N time step

paths by conditionally appending an element that is not the
final element of the path. The condition is that if l ≠ pN−1 is the
state that is being considered for extending the path and pN−1
is the final element of the path p in SN−1

K , then ∣⟨l∣UΔ∣pN−1⟩∣

≥ χ∣⟨pN−1∣UΔ∣pN−1⟩∣, where χ is some user-defined threshold.

Starting with all possible paths for N = 0 time steps, the above
three steps give us an inductive algorithm for generating the path
lists for all other N’s and K’s. To clarify the goal of the path genera-
tion algorithm further, assume that we are not putting an upper limit
on the number of blips. Then the path list that is generated would
still not contain all possible kink transitions. Only those kink tran-
sitions would be allowed whose amplitude is higher than the cutoff,
χ. This is the idea behind the adaptive kink-filtration. In terms of
Fig. 1, we are trying to restrict our propagator to only allow for kinks
within the central band where the propagator matrix elements are
non-negligible. The value of χ is used as a convergence parameter
and systematically decreased till convergence. In a similar vein, the
number of permissible kinks would be increased till convergence.
Notice that neither of these is an ad hoc approximation and can be
systematically relaxed till convergence. In this way, we can gener-
ate an adaptive path list, which reflects the structure of the system
Hamiltonian while remaining compatible with the kink-summation
ideas.29

Before launching into examples of open quantum systems, first
as an instructive exercise, let us see what kind of impact this adaptive
kink-filtration has on wave-function propagation of bare excitonic
systems. Consider the 101-mer long nearest-neighbor interacting
Frenkel chain, with ϵ = 0 and J(R) = 1.0 if R = 1 and J(R) = 0.0 oth-
erwise; we show a comparison between the analytical dynamics of
the middle site and the number of paths involved in Fig. 2. A cut-
off of χ = 0.01 is sufficient in converging the dynamics up to Δt = 3.
Paths with all kinks were considered in this illustrative simulation.
A naïve full path calculation would use 101N paths for an N time
step calculation. Whereas with χ = 0.1, we get a scaling of 3N , at
χ = 0.01, the scaling increases to 7N . It is obvious that the filtration
is extremely consequential in lowering the number of paths. In fact,
using the adaptive algorithm outlined here, the full path list is never
even generated. It should be reiterated that the goal of the method
is not to simulate isolated systems, where the results can be obtained
trivially, but to enable simulations of condensed phase systems using
a scheme that allows for systematic convergence as demonstrated in
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FIG. 2. Survival probability of the middle monomer of a nearest-neighbor interact-
ing aggregate with 101 monomers at two different values of the filtration cutoff χ
and the corresponding number of paths. (a) Dynamics. (b) Number of paths.

Sec. III. This illustration was just provided to establish the intuition
behind the scheme.

To further investigate the effect of system size on the num-
ber of filtered kink paths, let us consider linear aggregates of sizes
from 2 (dimer) to 100 with either a nearest neighbor coupling of
J = −1 or the long ranged coupling of J(R) = −R−3. In Fig. 3, we
show the number of paths as a function of the system size. Notice
that in both cases, when filtered with ε = 0.01, the number of paths
included in an eight-kink calculation of ten time step paths very
quickly reaches a constant number. This constant number is, of

FIG. 3. Number of paths vs system size, d, for an eight-kink calculation out to ten
time steps for a threshold of ε = 0.01.

course, dependent upon the sort of interaction present in the system.
For the nearest-neighbor interacting system, the number is signif-
icantly smaller than the long-range interacting system. This is in
contrast to the unfiltered eight-kink paths that will continue to grow
as O(d8

) irrespective of the type of interactions present in the sys-
tem. Thus, by utilizing the local nature of the short-time propagator,
one can make path integrals scale independently of the system size
for asymptotically large systems.

One can, in principle, have other distance dependencies of the
Hamiltonian. Most commonly, J(R) ∼ R−1 for unshielded Coulomb
interactions, and for polaritonic systems, the coupling with the cav-
ity mode would not have any decay with “distance,” which is an
ill-defined concept in the context of cavity coupling. Let us dis-
cuss these two common cases before moving on to the simulation
of open quantum systems. In the first case of the Coulomb inter-
actions, one can still see a potentially slow fall-off of the interaction.
The path generation algorithm outlined in this section uses cutoffs to
eliminate the propagator matrix elements. The cutoff can be system-
atically reduced till convergence is attained. Therefore, for Coulomb
interactions, the asymptotically constant size of the path list would
be slower to set in in comparison to the dipolar interactions or say
to the nearest neighbor interactions in the limiting case. For the sec-
ond case of interactions with the cavity mode, it is a single “site”
that does not follow the physics of decay of interactions. Hence, the
algorithm would still provide enormous benefits to the computation
while ensuring that the cavity coupling to all the monomers is still
incorporated correctly.

Finally, there are other types of geometries that need to be con-
sidered. Suppose instead of a chain, the system under study has a ring
topology. In that case, the only extra thing that needs to be consid-
ered is the connection between the “ends” of the chain. The adaptive
nature of the kink-filtration algorithm keeps these particular con-
nections alive while removing the other unimportant couplings. The
entire physics is captured by the propagator matrix elements and
the structure thereof. The kink-filtration procedure removes only
the elements that are less important than a user-defined cutoff and
can consequently handle arbitrary structures. In the limiting case of
every site being equally coupled with every other site, the adaptive
kink-filtration would not be able to achieve any extra speed up and
the cost of calculation is the same as the usual path integral sim-
ulation. In this sense, the method outlined here is not an ad hoc
approximation and can systematically be converged for all cases.

Next, in Sec. III, we will incorporate this path genera-
tion algorithm in simulations of open quantum systems with
Feynman–Vernon influence functionals.7 Our applications will
range from simulations of non-equilibrium dynamics to equilibrium
correlation functions in the context of spectra. In each case, the use
of the path generation algorithm is slightly different and would be
developed separately in the discussion.

III. NUMERICAL EXAMPLES
OF OPEN QUANTUM SYSTEM

Till now, we explored the idea in the context of wave func-
tion dynamics of isolated systems. Most systems of interest are not
actually isolated and interact with thermal environments. In such
cases, the effect of the environment needs to be accounted for. The
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FIG. 4. Spectral density for the bacteriochlorophyll molecule.

Hamiltonian describing such a system–environment coupled prob-
lem is generally expressed as follows:

Ĥ = Ĥ0 + Ĥsys−env, (6)

where Ĥ0 is the system Hamiltonian and Ĥsys−env accounts for the
environment and the interaction terms. Under Gaussian response,
the molecular environment can often be mapped on to one or more
baths of harmonic oscillators,

Ĥsys−env =
Nb

∑
b=1

Nosc

∑
j=1

p2
bj

2
+

1
2
ω2

bj
⎛

⎝
xbj −

cbj ŝ b

ω2
bj

⎞

⎠

2

. (7)

Here, Nb is assumed to be the number of baths, each with Nosc oscil-
lators. The bth bath interacts with the system through the operator,
ŝb. For simplicity, it is also assumed that [ŝb1 , ŝb2] = 0 for any b1 ≠ b2.
The frequency, ωbj, and coupling, cbj, of the jth mode of the bth bath
are linked via the spectral density describing this bath,

Jb(ω) =
π
2∑j

c2
bj

ωbj
δ(ω − ωbj). (8)

The spectral density is crucially important to the dynamics and
can be estimated from experiments33 or simulations34 or a mixture
thereof. It is related to the energy-gap auto-correlation function.

As an example of an open quantum system consider a chain
of nearest-neighbor interacting bacteriochlorophyll molecules. The
electronic coupling is J = −363 cm−1. Every molecule is coupled
to vibronic degrees of freedom, which are described by local har-
monic baths. The spectral density, shown in Fig. 4, is the same as the
one studied in Ref. 35. It is taken to be the sum of the 50 relevant
rigid vibrations and their Huang–Rhys factors as reported by Rätsep
et al.33 and an unstructured Brownian portion with a reorganiza-
tion energy of 109 cm−1. The contribution of the rigid vibrations and
their Huang–Rhys factors to the spectral density has been broadened
using a Lorentzian of width 10.97 cm−1.

A. Non-equilibrium dynamics using QuAPI
If the initial state does not have system–environment entan-

glement and the environment is in a thermal state, then ρ(0)
= ρ̃(0)⊗ exp (−βH)

Zenv
; then, the dynamics of the reduced density matrix

corresponding to the system is given in the path integral formalism
as follows:

⟨s+N ∣ρ̃(NΔt)∣s−N⟩ =∑
s±N−1

∑
s±N−2

⋅ ⋅ ⋅∑
s±0

⟨s+N ∣UΔ∣s+N−1⟩⟨s
+
N−1∣UΔ∣s+N−2⟩

× ⋅ ⋅ ⋅ ⟨s+1 ∣UΔ∣s+0 ⟩⟨s
+
0 ∣ρ̃(0)∣s

−
0 ⟩⟨s

−
0 ∣U

†
Δ∣s
−
1 ⟩

× ⟨s−1 ∣U
†
Δ∣s
−
2 ⟩ ⋅ ⋅ ⋅ ⟨s

−
N−1∣U

†
Δ∣s
−
N⟩ × F[s±(t)], (9)

where s±j are the forward–backward path points at the jth time step
and F is the Feynman–Vernon influence functional7 and is related
to the spectral density describing the solvent8,9 and the energy-gap
correlation function.36 This influence functional makes the dynam-
ics non-Markovian, though in condensed phases the length of the
memory caused by the environment is finite.

Notice that the path integral expression in Eq. (9) can be
thought of as being composed of three parts, the amplitude of
the forward path (s+0 to s+N ), the amplitude of the backward path
(s−0 to s−N ), and the influence functional corresponding to the
forward–backward path (F[s±]). Utilizing the path generation algo-
rithm that we developed in Sec. II A, we can generate a kink-filtered
forward path list and the corresponding bare amplitudes. Let this
set be called S f . The backward path list (called Sb) is identical but
has amplitudes that are complex conjugates. These lists already uti-
lize the sparsity of the bare system propagator. Now, the sum over
the forward–backward paths is obtained by iterating over the set
that is the Cartesian product of Sf and Sb. The bare amplitudes of
the forward and backward paths are multiplied along with the influ-
ence functional. This full amplitude is finally added to get the density
matrix according to Eq. (9).

However, because of the simplicity of the setup of doing path
integral simulations using the adaptive kink-filtration algorithm,
we can incorporate further enhancements through filtering by the
absolute magnitude using a cutoff threshold37 and finally by consid-
ering forward–backward paths with less than a particular number of
blips.21 Blips are the time-points where the forward path differs from
the backward paths. Each blip leads to an exponential decrease in the
amplitude contributed by the path and has been successfully used to
decompose the path sum, resulting in exponential speedups for some
problems.21,22 Here, the number of blips is used as a mere means of

FIG. 5. Excitonic dynamics in a chain of 17 bacteriochlorophyll molecules
at T = 300 K.
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path filtration to additionally enhance the efficiency of the simula-
tions. This is done by considering only those forward and backward
path pairs that differ at less than the permissible number of blips.

We demonstrate the full-memory simulation of the excitonic
dynamics in a 17-mer chain of bacteriochlorophyll molecules at
T = 300 K up to 40 fs using the adaptive kink filtration in Fig. 5.
The initial condition is taken to be ρ̃(0) = ∣9⟩⟨9∣, which is the middle
monomer. The simulation used time steps of Δt = 2.5 fs summing
up paths with at most nine kinks and ten blips till t = 25 fs; there-
after, it used a time step of Δt = 5 fs. As a demonstration of the
effectiveness of the adaptive kink filtration method, the number of
forward–backward paths summed for the tenth step of the simu-
lation at t = 50 fs is shown in Fig. 6. Because the lines correspond
to an eight-kink simulation, according to Eq. (4), the number of
paths should go as an eight-power polynomial of the system size, d.
However, notice that irrespective of the maximum number of blips
considered, the number of paths saturates quite quickly. It becomes
constant from around 12 monomers onward. While the exact num-
ber of paths would differ with cutoffs and the number of kinks and
other factors, the trend of saturating with the number of monomers
would be invariant.

These simulations are all done at full memory. There are cur-
rently three ways of going beyond this full memory regime: (1)
traditional iteration techniques,8,9 (2) the transfer tensor method
(TTM),19 or (3) the small matrix decomposition.20 For concrete-
ness, we discuss the iteration scheme using the TTM method in
conjunction with the adaptive kink-filtered path integral. A TTM
iteration starts with the computation of the dynamical map, E(t),
within the memory length. This dynamical map connects the time-
evolved reduced density matrix of the system to the initial condition,
ρ̃(tn) = Enρ̃(0). By comparing the definition of the dynamical map
with the path integral expression [Eq. (9)], we notice that the
dynamical map can be written as follows:

⟨s±N ∣EN ∣s±0 ⟩ =∑
s±N−1

∑
s±N−2

⋅ ⋅ ⋅∑
s±1

⟨s+N ∣UΔ∣s+N−1⟩

× ⟨s+N−1∣UΔ∣s+N−2⟩ ⋅ ⋅ ⋅ ⟨s
+
1 ∣UΔ∣s+0 ⟩

× ⟨s−0 ∣U
†
Δ∣s
−
1 ⟩⟨s

−
1 ∣U

†
Δ∣s
−
2 ⟩ ⋅ ⋅ ⋅

× ⟨s−N−1∣U
†
Δ∣s
−
N⟩ × F[s±(t)]. (10)

FIG. 6. Number of paths at t = 50 fs as a function of size of system, d, for a
simulation with 8 kinks at Δt = 5 fs, χ = 0.01, and a total amplitude cutoff of 10−8.

This can be easily simulated using the adaptive kink-filtered path
integral method within memory length (say, Nmem time steps)
yielding transfer tensors19

Tn = En −
n−1

∑
j=1

Tn−j Ej , (11)

which capture the non-Markovianity of the dynamics and using
which the reduced density matrix can be propagated beyond the
memory length,19,31,38

ρ̃(NΔt) =
Nmem

∑
k=1

Tk ρ̃((N − k)Δt). (12)

For a system of size d, this necessitates d2 path integral calculations,
each corresponding to a distinct choice of s±0 in Eq. (10). Conse-
quently, even though the number of paths in a single path integral
calculation saturates to a constant value as d →∞, the number of
paths required to obtain the dynamical map would asymptotically
go as O(d2

).

B. Equilibrium correlation functions
Finally, this adaptive kink filtration is not just limited to the

simulation of non-equilibrium dynamics. Its ability to generate an
optimal set of paths for a given system can be directly utilized in
improving the efficiency of the calculation of correlation functions
as well. For illustration, we will concentrate on absorption and emis-
sion spectra of molecular aggregates. Consider a thermal quantum
correlation function,

CAB(t)∝ Tr (B̂(t)Â(0) exp (−βĤ)), (13)

where Â and B̂ are the relevant system operators. For an absorp-
tion spectrum, Â = μ̂+, which is the excitation operator, and B̂ = μ̂−,
which is the de-excitation operator. However, in the case of an emis-
sion spectrum, the operators are reversed (Â = μ̂− and B̂ = μ̂+). The
spectra are obtained as the Fourier transform of these correlation
functions,39

σabs(ω) = ∫ Cμ+μ−(t) exp (iωt) dt, (14)

σems(ω) = ∫ Cμ−μ+(t) exp (−iωt) dt. (15)

Such correlation functions can be computed using the path
integral formalism26,40 to account for the environment effects. Here,
we adopt a complex time contour that is obtained by represent-
ing the correlation function in a way that combines the equilibrium
density matrix with the backward propagator,

CAB(t)∝ Tr(exp(
iĤt∗c

h̵
)B̂ exp(−

iĤt
h̵
)Â), (16)

where tc = t − iβh. (Notice that this definition of the complex-time
differs from what is traditionally used when calculating symmetrized
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FIG. 7. Complex-time contour used for calculating the absorption and emission
spectra. States s1 to sN are on the diagonal line and sN+1 to s2N+2 are on the
horizontal line connecting to the t = −ihβ point.

complex-time correlation functions26,40 by a factor of 2 in the imag-
inary part. This contour in complex-time is shown in Fig. 7.)
Consequently, the corresponding path integral becomes

CAB(t) =∑
s1

∑
s2

⋅ ⋅ ⋅∑
s2N+2

⟨s1∣B∣s2N+2⟩⟨s2N+2∣UΔ∣s2N+1⟩

× ⟨s2N+1∣UΔ∣s2N⟩ . . . ⟨sN+2∣UΔ∣sN+1⟩⟨sN+1∣Â∣sN⟩

× ⟨sN ∣UΔc∣sN−1⟩ × ⋅ ⋅ ⋅ × ⟨s3∣UΔc∣s2⟩⟨s2∣UΔc∣s1⟩ × Fc[{sj}],
(17)

where

UΔc = exp(iĤ0
t

Nh̵
− Ĥ0

β
N
) (18)

and

UΔ = exp(−iĤ0
t

Nh̵
). (19)

Here, the influence functional, Fc, has been derived by Topaler and
Makri40 in terms of the spectral density and has a different form in
comparison to the one used for real-time dynamics in Eq. (9). The
paths along the complex-time contour, Fig. 7, are discretized as sj.

In these cases, the adaptive kink procedure is trivially used to
generate the sets of half-paths s1 to sN+1 and sN+2 to s2N+2 using dif-
ferent short-time propagators UΔc and UΔ, respectively. These can
then be concatenated and used for obtaining the influence functional
contributions. Because the complex-time propagators are further
damped and consequently more sparse, we expect the efficiency of
the adaptive kink filtration procedure to increase in comparison to
the real time computation counterparts.

We simulate the absorption and emission spectra of bacteri-
ochlorophyll chains of different sizes ranging from a dimer to a
heptamer. The spectra are shown in Fig. 8. We notice a distinct red
shift of both the emission and absorption line shapes with increas-
ing system size before convergence to a particular location. The
absorption line shape is significantly broader than the emission line
shape in all cases. Its width also increases on going from a dimer
to a trimer. Additionally, clearly visible from the plots is the Stoke’s
shift between the absorption and emission peaks, which is also size-
dependent. For a dimer, it is around 167 cm−1, and it increases to
around 334 cm−1.

FIG. 8. Absorption and emission spectra of aggregates of different sizes. (a)
Absorption spectrum. (b) Emission spectrum.

IV. CONCLUSION
In this paper, we have addressed the long-standing issue of the

system size dependence of the computational complexity of path
integral calculations. While in the recent times, much progress has
happened in terms of reducing the scaling of the problem in terms
of both the number of time steps and the size of the system, even
the best of these methods scales as high powered polynomials of the
system dimensionality. Thus, even with these developments, sim-
ulations are limited to relatively smallish cluster sizes. We design
and present an adaptive kink filtration method that addresses this
challenge, providing a first step of moving toward even larger
systems.

In most physical systems, the interactions decay with distance,
leading to relatively short-ranged interactions, which induce sparsity
in the system propagator operator. We utilize this sparsity in devel-
oping an algorithm of path generation that ensures that the number
of paths considered saturates after a certain system-dependence. The
basic physical intuition is that in a large chain, sites that are separated
by large distances should not be really coupled, and consequently,
the amplitude for the system to hop between the said sites would be
negligible. The adaptive kink filtration algorithm is a formalization
of this simple intuition. Thus, asymptotically, the number of paths
and therefore the complexity become a constant with the system size.

The adaptive kink filtration method does not assume any par-
ticular structure of the Hamiltonian as is assumed in the modular
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path integral30 or as is convenient for the multi-site tensor network
path integral.27 It simply creates a built-in adaptive algorithm that
automatically generates only the most relevant paths to be added to
the path list irrespective of the underlying structure of the system.
The physics of the particular system Hamiltonian and the particular
initial condition under study are automatically taken into account.
In this sense, it is similar to other filtration algorithms. Additionally,
this technique is fully compatible with existing techniques, such as
magnitude-based37,41 and blip-based filtration21 and the kink sum29

method.
In this work, we demonstrated the adaptive filtration technique

by first studying the non-equilibrium exciton dynamics in a chain
of bacteriochlorophyll molecules using the Feynman–Vernon influ-
ence functional. We showed the saturation of the number of paths
as the number of molecules is increased. In addition to the adap-
tive kink filtration, we also used the path-based filtration37 and blip
filtration21 for additional efficiency.

Finally, we explore the possibility of using the adaptive kink-
filtration to make simulations of correlation functions more effi-
cient. To this end, we consider the absorption and emission spectra
of excitonic aggregates in the presence of vibrations. In this case,
the adaptive kink-filtration algorithm is used to generate the purely
real-time and the complex-time halves of the path separately and
then input into the path integral calculation. This demonstrates the
versatility of the algorithm that stems from its simplicity.

Code implementing this algorithm has already been released in
the QuantumDynamics.jl31 framework. The details of the use of
the method in the code would be discussed in an upcoming publica-
tion along with examples. We believe that in conjunction with other
recent developments oriented toward improving the scaling of path
integral simulations, the adaptive kink-filtration technique outlined
here would prove to be a key step in making simulations of large
systems possible. A future study would focus on exciton-polaritonic
systems among others because the almost uniform coupling of the
molecules to the cavity mode provides an interesting case where the
adaptive kink-filtration would prove to be super-efficient in going to
large systems.
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