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ABSTRACT
Tensor networks have historically proven to be of great utility in providing compressed representations of wave functions that can be used
for the calculation of eigenstates. Recently, it has been shown that a variety of these networks can be leveraged to make real time non-
equilibrium simulations of dynamics involving the Feynman–Vernon influence functional more efficient. In this work, a tensor network is
developed for non-perturbatively calculating the equilibrium correlation function for open quantum systems using the path integral method-
ology. These correlation functions are of fundamental importance in calculations of rates of reactions, simulations of response functions
and susceptibilities, spectra of systems, etc. The influence of the solvent on the quantum system is incorporated through an influence
functional, whose unconventional structure motivates the design of a new optimal matrix product-like operator that can be applied to
the so-called path amplitude matrix product state. This complex-time tensor network path integral approach provides an exceptionally
efficient representation of the path integral, enabling simulations for larger systems strongly interacting with baths and at lower tempera-
tures out to longer time. The derivation, design, and implementation of this method are discussed along with a wide range of illustrations
ranging from rate theory and symmetrized spin correlation functions to simulation of response of the Fenna–Matthews–Olson complex
to light.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0174338

I. INTRODUCTION

Equilibrium correlation functions provide deep insight into
various quantum processes. Under the approximation of linear
response and fluctuation–dissipation theorem,1,2 the response of a
system to external stimuli is encoded in various two-time equilib-
rium correlation functions and Green’s functions in a stimulus-
independent manner.3–5 As a result, all spectra, including infrared
spectra, UV–visible absorption, emission spectra, and multidimen-
sional spectra, can be computed as Fourier transforms of different
correlation functions.4,6 Quantum rate theories have been formu-
lated in terms of equilibrium correlation functions involving the
reactive flux operator.1,7–9 Spin–spin correlation functions are often
used to study properties of spin-chains.

However, simulating these correlation functions can be quite
challenging and approximations are regularly invoked.10–17 The
computational cost grows prohibitively with the number of degrees

of freedom. Classical trajectory-based approaches are often used
to approximate thermal correlation functions. Notable amongst
these approaches are the family of semiclassical methods,14,18–20

centroid molecular dynamics,21,22 and ring-polymer molecular
dynamics.23,24 However, these methods are best applied to sys-
tems where the quantum effects are primarily limited to quan-
tum dispersion and zero-point energy effects. When quantum
tunneling becomes important, a system–solvent decomposition
is often very useful in limiting the exponential scaling of the
quantum mechanics (QM) to a low-dimensional subspace. For
small system–solvent coupling, various perturbation theory-based
methods are used.15–17,25 When the coupling is large, approxi-
mations such as non-interacting blip approximation10,26,27 (NIBA)
are quite common. However, these approximations do not pro-
vide computationally feasible routes to systematic improvements
of accuracy and are consequently limited to particular parameter
regimes.
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Path integral methods have been derived for open quantum
systems that enable the evaluation of correlation functions partic-
ularly in the context of calculating reaction rates. These methods are
numerically exact and not subject to ad hoc approximations. They
broadly fall into two categories: (1) path integral Monte Carlo-based
and analytical continuation-based methods28,29 and (2) quadrature-
based methods.29–32 The quadrature-based methods are typically
derived on top of the quasi-adiabatic propagator path integral
(QuAPI) and do not suffer from the dynamical sign problem that
plagues the Monte Carlo approaches. This has enabled application of
the method to calculation of reaction rates.31,33–36 However, despite
the benefits, owing to the increase in non-Markovian memory length
and a corresponding exponential growth of computational complex-
ity and memory requirements, QuAPI for correlation functions can
only be applied to relatively small systems.

Various approaches have been employed to reduce the com-
plexity of the real-time non-equilibrium QuAPI calculations. Of
particular interest amongst those are the ones based on tensor
networks. Tensor networks are compact factorizations of large
tensors and have been applied in a variety of ways to com-
press and estimate eigenstates of Hamiltonians through the density
matrix renormalization group (DMRG).37–39 They have also shown
incredible versatility in applications of time propagation of wave
functions40–42 Inspired by the enormous computational benefits of
such approaches, a number of developments have demonstrated
the utility of tensor networks in alleviating some of the complex-
ity of a QuAPI calculation.43–47 In fact, the multi-site tensor network
path integral46 (MS-TNPI) method, in particular, attempts to answer
the question of what happens if the framework of time-dependent
DMRG were extended to handle non-Markovian dynamics as seen
in the dynamics of systems interacting with a solvent. These and
other developments48–50 have enabled recent simulations of larger
systems, which are computationally very challenging,51–54 and even
small systems with strongly coupled baths, which have long memory
lengths.43,45,53,54

A natural curiosity stems from all of the recent develop-
ment: Can a similar approach using tensor network be utilized
to help with calculations of correlation functions as well? Would
the benefits of tensor network compression be magnified in these
equilibrium calculations? This article seeks to answer both the
previous questions in the affirmative. Here, the path integral formu-
lation of the equilibrium correlation function of an open quantum
system is expressed in terms of tensor networks resulting in an
efficient computational method. We discuss how a naïve imple-
mentation of such an idea suffers from long-range entanglement
in the path integral tensor network structures, which can lead to
much greater computational complexity. A procedure has to be
developed that incorporates the structure inherent in these corre-
lation functions and is able to keep the long-ranged correlations to a
minimum.

The standard quantum correlation function suffers from a
version of the dynamical sign problem because the forward- and
backward-time propagators are pure phases that potentially cancel
each other. However, the same physical information is contained
in a different “complex-time” correlation function, where this inter-
ference of phases is significantly muted. The computational benefits
of the exponentially decaying imaginary parts are quite well-known
and have been previously used in innovative manners in conjunction

with Monte Carlo to increase the time spans of simulation.55,56 For
these reasons, the current work only considers these complex-time
correlation functions. Owing to the damping of the phases in a
complex-time propagator, the complex-time tensor network path
integral method introduced here is expected to have an even greater
impact than that of the real-time non-equilibrium methods that pre-
ceded it. The same framework can and will be used for studying
both dynamical properties at finite temperatures, such as spec-
tra and susceptibilities, and equal-time or purely thermodynamic
properties.

This paper is organized as follows. Section II describes the
design and implementation of the tensor network for the complex-
time correlation functions. Detailed discussions of the correlations
between the points along the complex time contour and their impact
on the structure of the tensor network are provided. Numerical
examples of the complex-time tensor network path integral (CT-
TNPI) are given in Sec. III. Illustrations of the method are taken
from rate theory, simulations of symmetrized spin correlation func-
tions (SSCF) and susceptibilities, and calculation of response func-
tions of the Fenna–Matthews–Olson (FMO) complex. Finally, some
future directions are discussed along with concluding remarks in
Sec. IV.

II. METHOD
The standard quantum correlation function, which forms the

basis of several observables, between operators Â and B̂, is defined as

CÂB̂(t) =
1
Z

Tr (exp (−βĤ)Â(0)B̂(t)), (1)

where β = 1
kBT is the inverse temperature, Z = Tr (exp (−βĤ)) is

the partition function, and B̂(t) = exp (iĤt/h̵)B̂ exp (−iĤt/h̵) is the
Heisenberg operator propagated to time t. Simulating this correla-
tion function numerically is often quite challenging owing to the
unmitigated phases in the Heisenberg operator B̂(t). The interfer-
ence of these phases leads to a so-called “dynamical sign problem”
for Monte Carlo simulations.

To avoid the sign problem, computational focus has primarily
been on a related “complex-time” correlation function defined by

GÂB̂(t) =
1
Z

Tr (Â(0)B̂(tc)), (2)

where tc = t − ihβ/2 is the complex time. The phases in Eq. (2)
are exponentially dampened by the decaying imaginary time terms,
thereby reducing the dynamical sign problem. This complex-time
correlation function contains the same dynamical information as
the standard correlation function, Eq. (1), and is related to it in the
Fourier domain by

GÂB̂(ω) = exp(−
h̵βω

2
)CÂB̂(ω). (3)

The time contours corresponding to Eqs. (1) and (2) are shown
in Fig. 1.

The goal is to simulate correlation functions for systems inter-
acting with Nenv uncorrelated thermal environments. The operators,
Â and B̂, whose correlation function we are interested in, act on the
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FIG. 1. Time contours for path integral representations of correlation functions.

system. The system along with the environments are described by
the Hamiltonian,

Ĥ = Ĥ0 +
Nenv

∑
b

Ĥ(b)env , (4)

Ĥ(b)env =∑
j

p2
j,b

2mj,b
+

1
2

mj,bω2
j,b
⎛

⎝
xj,b −

cj,bσ̂ (b)

mj,bω2
j,b

⎞

⎠

2

. (5)

The bth bath interacts with the system through the opera-
tor σ̂ (b). Here, we only consider the case where the differ-
ent baths interact with the system through a commuting set of

operators. Hence, [σ̂ (b1), σ̂ (b2)] = 0 for b1 ≠ b2. Influence func-
tional approaches for dealing with non-commuting operators have
recently been derived.57 The frequencies, ωj,b, and couplings, cj,b, are
characterized by the spectral density,

Jb(ω) =
π
2∑j

c2
j,b

mj,bωj,b
δ(ω − ωj,b). (6)

For molecular or atomistic environments, the corresponding har-
monic bath can be obtained through simulations of the energy-gap
correlation function.58,59

To obtain the path integral representation for the thermal
complex-time correlation function, Eq. (2), the correlation function
is be expressed as follows:

GÂB̂(t) =
1
Z

Trsys(ÂOB̂(tc)
), (7)

where

OB̂(tc)
= Trbath(exp (iĤt∗c /h̵)B̂ exp (−iĤtc/h̵)). (8)

Once we are able to simulate OB̂(tc)
for arbitrary B̂, Z can be obtained

by setting B̂ to the identity operator in Z = Trsys(OB̂(tc)
).

The final path integral expression for OB̂(tc)
for N time steps at

a time point tc = NΔtc is given as

⟨s1∣OB̂(tc)
∣s2N+2⟩ =∑

s2

∑
s3

⋅ ⋅ ⋅∑
s2N+1

⟨s1∣U†
∣s2⟩

× ⟨s2∣U†
∣s3⟩ ⋅ ⋅ ⋅ ⟨sN ∣U†

∣sN+1⟩

× ⟨sN+1∣B̂∣sN+2⟩

× ⟨sN+2∣U∣sN+3⟩ ⋅ ⋅ ⋅ ⟨s2N ∣U∣s2N+1⟩

× ⟨s2N+1∣U∣s2N+2⟩ × F[{sj}] (9)

=∑
s2

∑
s3

⋅ ⋅ ⋅∑
s2N+1

P(0)s1 ,s2 ,...,s2N+2 F[{sj}], (10)

where U = exp (−iĤΔtc/h̵) and U†
= exp (iĤΔt∗c /h̵) is the short

time propagator corresponding to a time step of Δtc = (t
− ihβ/2)/N. The state ∣sj⟩ at the arbitrary jth time point is taken
to be the simultaneous eigenkets of all the σ̂ (b) operators satisfying
σ̂ (b)∣s j⟩ = s(b)j ∣s j⟩. The product of the bare complex-time propaga-
tor elements (elements of U and U†) and the matrix element of B̂
can be grouped together to form the bare path amplitude tensor,
P(0)s1 ,s2 ,...,s2 N+2 . When the system operators corresponding to the bath
interactions commute, the total influence functional, F, is a prod-
uct of the influence functionals corresponding to the each of the
uncorrelated baths,

F[{sj}] =
Nenv

∏
b=1

Fb[{sj}], (11)

F(b)[{sj}] = exp
⎛

⎝
−

1
h̵

2N+2

∑
k=1

k

∑
k′=1

I(b)kk′ s(b)k s(b)k′
⎞

⎠
, (12)
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where s(b)k is the eigenvalue of σ̂ (b) corresponding to the state of the
system, sk, at the kth time point. The diagonal terms of the influence
functional matrix are

I(b)kk =
2
π∫

∞

0
dω

J(ω)
ω2 sinh (h̵βω/2)

sin(ω(
tk+1 − tk − ih̵β

2
))

× sin(ω(
tk+1 − tk

2
)), (13)

and the off-diagonal terms are

I(b)kk′ =
4
π∫

∞

0
dω

J(ω)
ω2 sinh (h̵βω/2)

× cos(ω(
tk+1 + tk − tk′+1 − tk′ − ih̵β

2
))

× sin(ω(
tk+1 − tk

2
)) sin(ω(

tk+1 − tk

2
)), (14)

when k ≠ k′.30,31 This symmetric I(b)-matrix is a discretization of the
complex-time bath response function,

α(b)(τ) =∑
j

c2
j,b

2mj,bωj,b

cos (ωj(τ + i h̵β
2 ))

sinh ( h̵βωj
2 )

(15)

=
1
π∫

∞

0
dωJb(ω)

cos (ω(τ + i h̵β
2 ))

sinh ( h̵βω
2 )

, (16)

Along the contour shown in Fig. 1(b). As observed by Shao and
Makri,33 the response function is maximum in the neighborhood
of tc = 0 and tc = −ihβ. Unlike the real time bath correlation func-
tion,60 though the complex-time α is finite everywhere, it does
not decay with increasing ∣ tc ∣. However, note that α decays as
Re(tc)→∞ and as Im(tc)→ −ihβ/2. The goal is to use this local-
ization of non-Markovian interactions to generate compact tensor
network representations of the path amplitude tensor.

Additionally, note that frameworks for simulation of the stan-
dard equilibrium correlation functions, Eq. (1), can also be used
to calculate thermodynamic properties by simulating the so-called
equal-time correlation functions. These are of the general form
CÂB̂(0) = ⟨ÂB̂⟩β. Similarly, the thermal expectation value of an oper-
ator can be written as GÂB̂(0) if Â is the identity operator. While the
bulk of this work deals with dynamical properties, we will give an
example of the calculation of thermodynamic quantities.

To begin the process, observe that the bare path amplitude ten-
sor only connects the nearest neighbors. Consequently, a matrix
product representation of this tensor should be highly efficient.
Consider the singular value factorizations of U, U†, and B̂,

U†
s j ,s j+1 =∑

αj

L(back)
s j ,α j R(back)

α j ,s j+1 , (17)

Usj ,sj+1 =∑
αj

L(for)
s j ,α j R(for)

α j ,s j+1 , (18)

B̂sN+1 ,sN+2 = ∑
αN+1

B(L)sN+1 ,αN+1 B(R)αN+1 ,sN+2. (19)

FIG. 2. Path amplitude matrix product state. Green sites correspond to those with
U†, purple correspond to those with B̂, and blue correspond to those with U.

In the above expressions, the singular value matrices have been
absorbed into either the left or the right matrix. These factor-
ized forms can be reassembled to create the matrix product state
representation of the bare path amplitude tensor as follows:

P(0)s1 ,s2 ,...,s2N+2 = ∑
{αj}

M(1)s1 ,α1 M(2)α1 ,s2 ,α2 ⋅ ⋅ ⋅M
(2N+2)
α2N+1 ,s2N+2 , (20)

where

M(1)s1 ,α1 = L(back)
s1 ,α1 , (21)

M( j)
α j−1 ,s j ,α j = R(back)

α j−1 ,s j L
(back)
s j ,α j , 2 ≤ j ≤ N, (22)

M(N+1)
αN ,sN+1 ,αN+1 = R(back)

αN ,sN+1 B(L)sN+1 ,αN+1 , (23)

M(N+2)
αN+1 ,sN+2 ,αN+2 = B(R)αN+1 ,sN+2 L(for)

sN+2 ,αN+2 , (24)

M( j)
α j−1 ,s j ,α j = R(for)

α j−1 ,s j L
(for)
s j ,α j , N + 3 ≤ j ≤ 2N + 1, (25)

M(2N+2)
α2N+1 ,s2N+2 = R(for)

α2N+1 ,s2N+2. (26)

Here, αj for 1 ≤ j ≤ 2N + 1 are the bond indices and their corre-
sponding dimensions are the so-called “bond dimensions.” Because
of the nearest neighbor nature of the terms in the bare path ampli-
tude tensor in Eq. (9), the maximum of the bond dimensions will
be equal to the dimensionality of the system. The B̂ operator has
already been included in the bare path amplitude matrix product
state (MPS) at sites N + 1 and N + 2. The path amplitude MPS is
schematically shown in Fig. 2.

Now, the complex time influence functional needs to be incor-
porated. In order to accomplish this, we refactorize the total influ-
ence functional, Eq. (11), as a constrained product of terms rep-
resenting interactions of one specific site, say, k, with all other
sites,

Fk[{sj}] = exp
⎛

⎝
−

1
h̵

2N+2

∑
k′=1

Nenv

∑
b=1

I(b)kk′ s(b)k s(b)k′
⎞

⎠
. (27)

In a direct implementation, there will be a double counting of every
interaction in the product of terms such as Eq. (27). This double
counting of interactions is avoided by tracing over the kth site imme-
diately after applying Fk. The “constrain” is that the sum over k′

in Eq. (27) will happen over the existing sites only. As a conse-
quence, now when we move to, say, site k + 1, Fk+1 will not include
the interaction between k and k + 1 because that has already been
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FIG. 3. Bath response function α as a function of complex time for an Ohmic
spectral density with ξ = 2 and ωc = 1 at an inverse temperature of β = 5.

incorporated in the previous step. The procedure will be continued
for the next chosen site. To be able to do this, there are two necessary
problems that we have to solve: (1) we need to be able to provide a
matrix product representation for the interaction of all sites with the
kth site and (2) we need to come up with an ordering of the sites
that minimizes the computational and storage requirements. In this,
sites 1 and 2N + 2 will not be traced over as they are required for
the matrix representation of OB̂(tc)

and subsequent multiplication
with Â.

Let us start with the second problem: assuming that we can
represent the influence functional operator of all the interactions
with site j, how do we order the application of these operators for
maximal efficiency? Are there orderings that are better than others?
As discussed, Fig. 3 demonstrates a decay of correlation as Re(tc)

increases and Im(tc)→ −ihβ/2. Hence, if we started applying the
operator from site 2 and tracing it out, the correlations would ini-
tially decrease till Im(tc) = −ihβ/2 but then increase till the end of
the contour where Im(tc) = −ihβ. These highly non-local interac-
tions, which do not decay monotonically with distance along the
complex time contour, would make the bond dimensions of the MPS
grow very quickly on application of the influence functional matrix
product operator (MPO). However, we can try to apply the influence
functional operators in pairs from the middle outwards. This has the

FIG. 4. Schematic of the first influence functional operator applied to the path
amplitude MPS. The colors are only for helping synchronize this schematic with
Fig. 2. Note that the site for which all interactions are included does not have an
upper edge, indicating an automatic trace over the coordinate.

advantage of making the non-local interactions “look” short-ranged
and, consequently, prevents the spurious growth of bond dimen-
sion in any other ordering. In fact, given the structure of α, going
from tc = −ihβ/2 outward toward tc = 0 and tc = −ihβ is computa-
tionally the most optimal order of incorporation of the influence
functional.

We will think in terms of multiple steps of incorporation
of the influence functional, with each step consisting of incor-
poration of the non-Markovian interactions involving the middle
two points. Hence, the first operator applied would take care of
all non-Markovian interactions with site N + 1 and tracing over
it. A schematic of this is shown in Fig. 4. This is not a typical
matrix product operator (MPO). A key difference is that MPOs
have the same number of downward and upward site indices.
Here, the site whose interactions are being taken into account
does not have an upward index. Consequently, the output MPS
after application of the influence functional operator has one site
less.

After application of the first influence functional operator,
site number N + 1 ceases to exist. [To simplify our nomenclature,
we will keep using the original numbering. Hence, though site
N + 2, which has the information from the B̂ operator, is now the
(N + 1)th site, we will still refer to it as site N + 2. There is no
site N + 1 now.] Then, the influence functional corresponding to
site number N + 2 will be applied, with that site being traced over.
(The influence functional corresponding to the N + 2 will not con-
tain the interactions between the N + 2th site and the N + 1th site
because this has been incorporated already before tracing over the
latter. In this fashion, every subsequent influence functional will
only consist of interactions between the sites that still exist.) This
completes the first step of incorporation of the non-Markovian
influence functional. Sites N and N + 3 would be incorporated in
the second step, N − 1 and N + 4 in the third, so on and so forth
till site 2 and 2N + 1 are incorporated. The first couple of steps
of the influence functional application are schematically shown
in Fig. 5.

Having analyzed the structure of the non-Markovian mem-
ory and the order of application of the operators, we now derive
the matrix-product representation for the complex-time influence
functional connecting all the sites to a particular site k (for 2 ≤ k
≤ 2N + 1). During the steps of application of the influence functional
operators, we trace out sites from the middle of the contour. Let l < k
be the last remaining site to the left of the site k and r > k be the
first site immediately to the right of site k. At this stage of applica-
tion, all the sites to the left of l (j ≤ l) and right of r (j ≥ r) must
exist,
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FIG. 5. First few steps of application of the influence functional operators. On application of the influence functional operator to the MPS, there is always one site with no
dangling edges (no site index). This internal site is absorbed into the site that is left to it.

Fk[{sj}] =∑
{βj}

F (1)s1 ,s′1 ,β1
F (2)β1 ,s2 ,s′2 ,β2

⋅ ⋅ ⋅

× F (l)βl−1 ,sl ,s′l ,βl
F (k)βl ,sk ,βr−1

F (r)βr−1 ,sr ,s′r ,βr

× ⋅ ⋅ ⋅ F (2N+1)
β2N ,s2N+1 ,s′2N+1 ,β2N+1

F (2N+2)
β2N+1 ,s2N+2 ,s′2N+2

. (28)

Note that the tensor with index k has only one unprimed site index.
This is the feature that enables the automatic tracing over the kth site
and is shown in Fig. 4. The exact forms of the constituent tensors, F ,
are listed in the Appendix A.

Now, we can define the complete algorithm for simulating the
correlation function at a time point NΔt as follows:

● Obtain the bare path amplitude MPS corresponding to
OB(tc) with 2N + 2 sites.

● Apply the influence functional operator corresponding to
FN+1, which encodes all the interactions with the (N + 1)th
time point along the complex time contour.

● Apply FN+2. This completes the first step of the applica-
tion of the influence functional, and now the path amplitude
MPS has 2N sites. (We are still following our convention of
retaining the time labels of the points.)

● Apply FN and FN+3. Path amplitude MPS now has 2N − 2
sites.

● Repeat till path amplitude MPS has just two sites.
● Contract this two-site MPS into a matrix and apply the

influence functional between sites 1 and 2N + 2.
● Multiply by Â and trace to get the correlation function.

The computational complexity of any MPS-based method is
determined by the maximum bond dimension of the MPS.38,41

Although the current CT-TNPI algorithm is not based on conven-
tional MPO-MPS applications, the same arguments and ideas go

through. For every final time point, we have multiple influence func-
tional operators acting on the path amplitude MPS in sequence,
leading to a possible increase in the maximum bond dimension.
We define β̄(t) as the average of the maximum bond dimensions
encountered over the multiple MPO-MPS applications required for
simulating the correlation function at a particular time, t. This mea-
sure governs the computational requirements of the method. A
analysis of computational cost is given in Appendix B. Various com-
mon optimizations and singular value-based filtering schemes that
are used in regular MPO-MPS application can be used here as well.
These are typically governed by two convergence parameters: the
cutoff threshold governing the truncated singular value decomposi-
tion (SVD) and the maximum bond dimension of the resulting MPS.
Variational procedures may also be used for applying the influence
functional operator to the path amplitude MPS.

III. RESULTS
As numerical illustrations of the method, we provide exam-

ples from rate theory, calculations of spin correlation functions
and susceptibilities, and simulation of response functions of the
Fenna–Mathhews–Olson complex of photosynthesis. For the first
two sets of examples, the system under study can be simply described
by a symmetric spin-half particle or a two-level Hamiltonian,

Ĥ0 = −h̵Ωσx, (29)

where σj for j in {x, y, z} are the spin-1/2 Pauli matrices. There is
one bath that couples to the system through the σz operator. In these
model problems, the spectral density of the bath is taken to be of the
general form

J(ω) =
π
2

h̵ξωsω1−s
c exp(−

ω
ωc
), (30)
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where ωc is the characteristic frequency of the bath and ξ is
the dimensionless Kondo parameter encoding the strength of the
system–environment coupling. The parameter s decides the nature
of the spectral density, with s = 1 being the celebrated Ohmic form.
The reorganization energy of the bath, given by

λ =
2
π∫

∞

−∞

J(ω)
ω

dω, (31)

evaluates to λ = 2hξωcΓ(s). Thus, the reorganization energy of a sub-
Ohmic spectral density (s < 1) is greater than that of an Ohmic bath
with the same Kondo parameter.

A. Rate theory
For the first example, consider calculation of reaction rates.

Many reactions happen at significantly slower time scales compared
to the ro-translational motion of the reactants. In such cases, it
becomes difficult to directly simulate the reaction, and one often
resorts to calculations of reaction rates. While reaction rates can be
calculated classically, such approaches miss out on quantum effects
of nuclei and are generally unsuitable for purely non-adiabatic reac-
tions, such as electron transport. It has been shown that the rate
of a reaction is linked to the improper integral of the flux–flux
correlation function over all time or the zero frequency compo-
nent of the spectrum corresponding to the flux–flux correlation
function,1,7–9

k = ∫
∞

0
C f f (t), (32)

C f f (t) =
1
Q

Tr(F exp(i
Ĥt∗c

h̵
)F exp(−i

Ĥtc

h̵
)), (33)

where Q is the reactant partition function and F = i
h̵ [Ĥ, ∣R⟩⟨R∣] is

the flux operator. An equivalent formulation can be built in terms of
the long-time limit of the so-called “flux-side” correlation, which is
the integral of the flux–flux correlation function,8,9

k = lim
t→∞

C f s(t), (34)

C f s(t) =
1
Q

Tr(F exp(i
Ĥt∗c

h̵
)∣R⟩⟨R∣ exp(−i

Ĥtc

h̵
)). (35)

In condensed phase reactions, the infinite time limits in both the
equations can be truncated to a plateau time tplateau after which the
flux-side correlation function becomes constant and the flux–flux
correlation function becomes zero. One can think of the rate as
half of the zero frequency component of a frequency-dependent
rate function corresponding to the flux–flux autocorrelation func-
tion.29 These quantum flux-based reaction rates have been simulated
not just using equilibrium correlation functions, but approaches of
using non-equilibrium35 and near-equilibrium simulations36 have
also been shown to give the correct rates.

As a test of CT-TNPI, consider a two-state model for the sym-
metric proton transfer process where the tunneling splitting is much
smaller than the vibronic frequencies. This separation of time scales,
common in many reactions, is critical to the applicability of rate

FIG. 6. Rates of reaction for a symmetric two-state system normalized to the
tunneling splitting.

theory. Following Topaler and Makri,31 we choose a symmetric two-
state system with a tunneling splitting of Δ = 2hΩ = 0.001 05 cm−1.
The environment considered has the form given in Eq. (30) with a
high cutoff frequency of ωc = 500 cm−1. We investigate the rates for
the Ohmic case (s = 1), which is ubiquitous for condensed phase
systems, and a sub-Ohmic case (s = 0.5). The rates for a range
of temperatures and coupling strengths are shown in Fig. 6. The
results for the Ohmic bath [Fig. 8(a)] have been previously dis-
cussed,31 and we obtain identical results with the CT-TNPI method,
demonstrating the correctness of the approach. The data shown in
Fig. 6 correspond to N = 30 and a cutoff threshold of 10−20. These
simulation parameters are significantly more accurate than what is
necessary for convergence.

There are certain patterns that hold true for both the Ohmic
and the sub-Ohmic spectral densities. The rates as a function of the
Kondo parameter for a constant hωcβ (a vertical slice from Fig. 6)
show a monotonic decrease, the rate of which is smaller at higher
temperatures and larger at lower temperatures. On the other hand,
if one takes a horizontal slice from these plots and studies the rate
as a function of hωcβ at different values of the Kondo parameter,
we notice variable behaviors. At low values of ξ, the rate increases
with β, while at intermediate ξ, there is a non-monotonic behavior
of the rate, which first increases and then decreases with increasing
β. Note that the rate of reaction in presence of the sub-Ohmic bath is
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always smaller than the ones in the presence of an Ohmic bath at the
same Kondo parameters and temperatures. The ratio of the rate for
the Ohmic bath and the sub-Ohmic bath becomes larger at colder
temperatures and larger Kondo parameters going up to an order of
106 within the ranges of simulation.

To demonstrate the performance of the CT-TNPI method, we
plot the flux-side correlation function and β̄(t) for two particu-
lar Ohmic parameters in Fig. 7. These calculations were run with
N = 40 and a cutoff threshold of 10−20. Despite this, β̄(t) is very
small throughout the period of simulation, demonstrating the effi-
ciency of the method. The magnitude of β̄(t) is often dependent on
the particular correlation function as we will numerically demon-
strate in the next examples. According to Appendix B, O(β̄ 3

(t))
provides an upper bound of the computational complexity. Hence,
we note that the cost initially increases polynomially up to a criti-
cal time (ωct ≈ 7.5 for ξ = 0.5 and ωct ≈ 10 for ξ = 0.1), after which
it drops down exponentially. This decrease in complexity is because
of the efficiency SVD filtration in tackling the damped oscillations of
the complex-time correlation function.

B. Symmetrized spin correlation functions
In addition to being useful for rate theory calculations, cor-

relation functions are foundational in connecting to many observ-
able quantities. One of the dynamical quantities of interest for
the spin-boson model is the symmetrized spin correlation function
(SSCF).10–13,15–17 Consider the SSCF for the σz operator defined as

S(t) =
1

2Z
Tr (exp (−βĤ)(σz(t)σz(0) + σz(0)σz(t))), (36)

which is related to the structure factor.27 It captures the equilibrium
fluctuations in the system. The spectrum of SSCF is related to the
spectrum of the complex-time correlation function as

S(ω) = cosh(
h̵ωβ

2
)G(ω), (37)

where G(ω) = ∫
∞

−∞
G(t) exp (−iωt) dt.

The SSCF spectrum can be studied using the celebrated non-
interacting blip approximation (NIBA).10 Systematic perturbative
expansions using a diagrammatic formulation for spin systems are
difficult. This difficulty is relieved by mapping the spins to Majo-
rana fermions.11 The Majorana fermionic mapping has later led to
developments of diagrammatic perturbation theories.12,13,15–17 How-
ever, while qualitatively consistent, it has been seen that there are
subtle differences in the SSCF spectrum calculated by the Majorana
fermionic approaches and the NIBA estimation.17 The CT-TNPI
framework allows for numerically exact non-perturbative simula-
tions of these quantities, and the converged results are consequently
free from any uncontrolled approximations.

Additionally, suppose the system was additionally subject to
a time-dependent external field, F(t), through the interaction
Hamiltonian

Ĥint(t) = −σzF(t). (38)

FIG. 7. Simulations for hωcβ = 0.2. Both flux-side correlation function and the
values of β̄(t) shown for two different system–solvent couplings of ξ = 0.1 and
ξ = 0.5.

Then, under linear response, the change in ⟨σz⟩ is given in terms of
a dynamical susceptibility,1,2,5

δ⟨σz(t)⟩ = ∫ dt′χ(t − t′)F(t′) (39)

or

δ⟨σz(ω)⟩ = χ(ω)F(ω), (40)

where

χ(t) =
iΘ(t)

Z
Tr (exp (−βĤ)(σz(t)σz(0) − σz(0)σz(t))). (41)

Consequently, the spectrum of total energy absorbed due to expo-
sure to the external field F(t) is related to Im(χ(ω)) = χ′′(ω) as
Q(ω) = 2ω∣F(ω)∣2χ′′(ω). This is equivalent to Fermi’s Golden rule
applied to the response of the system to the external field. Thus,
χ′′(ω) captures the dissipation or absorption of energy by the system
when perturbed by an external non-equilibrium field.
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FIG. 8. Comparison of spectra corresponding to SSCF of the system coupled with
Ohmic and non-Ohmic baths of different strengths.

Under the fluctuation–dissipation theorem,2,5 the Fourier
transform of the imaginary part of the dynamical susceptibility, or
the dissipation spectrum, is also related to the spectrum of SSCF,
which is a measure of the equilibrium fluctuations of the system.
This along with Kramer–Kronig’s relation allows us to estimate both
the real [χ′(ω)] and the imaginary [χ′′(ω)] parts of χ(ω). Thus, it
is possible to calculate the symmetrized correlation function as well
as the dynamical susceptibility for open quantum systems directly
with the CT-TNPI. However, since the imaginary part of suscepti-
bility directly relates to energy absorption from an external field, we
focus on that.

Consider a symmetric spin-boson Hamiltonian with a tun-
neling splitting 2hΩ = 2 connected to a spectral density given by
Eq. (30) with a high cutoff frequency of ωc = 30Ω held at a tem-
perature of hΩβ = 0.4. We study SSCF for three different kinds of
spectral densities defined by the value of s: we look at the Ohmic
spectral density (s = 1), a sub-Ohmic spectral density (s = 0.5),
and a super-Ohmic spectral density (s = 1.5). The SSCF spectra,
encoding the frequency distribution of the equilibrium fluctuations,
are shown in Fig. 8 for two different Kondo parameters ξ. The

FIG. 9. Bond dimension for different baths with the Kondo parameter, ξ = 0.03.

correlation functions were converged for the time span under con-
sideration with N = 30 steps and a cutoff threshold of 10−10. As
we go from sub- Ohmic to super-Ohmic, the oscillatory charac-
ter of the dynamics, represented by the well-separated peaks of
the SSCF spectrum, increases. The bond dimensions as charac-
terized by β̄(t) for all the three baths at a Kondo parameter of
ξ = 0.03 are shown in Fig. 9. Note that in addition to the sub-
Ohmic bath being the most efficient at dissipating the oscillatory
dynamics, it also leads to the fastest growth of β̄(t). In this case, the
computational cost increases sharply initially but then slows down.
Surprisingly, it becomes almost constant for the sub-Ohmic spectral
density.

In Fig. 10, we track the imaginary part of the dynamical sus-
ceptibility spectrum at different system–solvent coupling strength
for the Ohmic and sub-Ohmic (s = 0.5) cases. The energy absorp-
tion peak [χ′′(ω)] happens at ±Ω for ξ = 0 and gets shifted to lower
values on coupling to a bath with a greater Kondo parameter and
consequently a larger reorganization energy. This shift happens sig-
nificantly faster in the sub-Ohmic case than the Ohmic case, owing
to the difference in reorganization energies in the two spectral den-
sities at the same Kondo parameter. However, the reorganization
energy is not the only factor that affects the susceptibility. The
details of the spectral density matter as well. Note that the peaks
for λ→ 0 are taller and sharper for the Ohmic spectral density.
Similarly, χ′′(ω) is different between the Ohmic and sub-Ohmic
spectral densities both at the same values of λ and ξ. Thus, the energy
absorbed by the system from the external field at a particular fre-
quency, ω, is highly dependent on the nature and strength of the
system–solvent interactions. Because the path integral calculations
are non-perturbative, unlike other approximations,17,61 the current
approach gives the correct result at all parameters upon systematic
convergence.

C. Fenna–Matthews–Olson complex
Now, let us explore the Fenna–Matthews–Olson (FMO) com-

plex at an ambient temperature of T = 300 K. FMO is typically a
trimer of octamers of chlorophyll molecules. Here, we consider only
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FIG. 10. Dynamical susceptibility for a spin-boson system for different bath spectral
densities.

one octameric unit of the trimer as shown in Fig. 11. The system
Hamiltonian is given as a Frenkel model,

Ĥ0 =
8

∑
j=1

ϵj ∣j⟩⟨j∣ +
8

∑
j=1
∑
l≠j

hjl(∣j⟩⟨l∣ + ∣l⟩⟨j∣), (42)

where ϵj is the excitation energy of the jth chlorophyll molecule and
hjl is the electronic coupling between the excited state of the jth
molecule and the ground state of the lth molecule. The basis ∣j⟩ cor-
responds to the jth molecule being in the excited state and all other
molecules in the ground state.

The vibronic couplings happen through localized vibrations
and shifts between the ground and excited Born–Oppenheimer
states. The vibrations of the jth molecule have the form

Ĥ( j)
vib =

Nosc

∑
i=1

p2
i, j

2mi,j
+

1
2

mi,jω2
i, j(xi,j −

ci,j ∣j⟩⟨j∣
mi,jω2

i, j
)

2

. (43)

The system Hamiltonian and vibronic degrees of freedom are diffi-
cult to characterize. However, recent work63 has provided accurate
ab initio quantum-mechanics/molecular mechanics (QM/MM) level
simulations of the spectral densities and the system Hamiltonians

FIG. 11. Fenna–Matthews–Olson complex.

FIG. 12. Comparison of spectral densities for the FMO. The experimental spectral
density62 is shown as a point of comparison with the simulated QM/MM spectral
densities.63

using the time-dependent long-range corrected density functional
tight binding (TD-LC-DFTB) method and Zerner’s intermediate
neglect of differential overlap (ZINDO) semi-empirical approach
as the basis. The spectral density, averaged across all the eight
monomers, is shown in Fig. 12. These descriptions have also been
used to study the excitonic dynamics and pathways of transport.53,54

The first question we ask is one of a static picture: If an initial
excitation were to truly thermalize because of the vibronic coupling,
what would the thermal density matrix of the electronic states be?
This density matrix would have a single excitation. The (i, j)th ele-
ment of the density matrix can be obtained by setting B̂ to identity
and using Â = ∣ j⟩⟨i∣ in the equation of GÂB̂(t). The correlation func-
tion can be evaluated at any time as the real part of time cancels
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FIG. 13. Difference between the equilibrium density matrices for the TD-LC-DFTB
parameterization and the ZINDO parameterization.

out. However, for convenience t was chosen to be 0. The simu-
lation was run with N = 20 and a cutoff of 10−15 was used. The
elements of the density matrix under different parameterization of
the system Hamiltonian, Ĥ0, and vibronic coupling are tabulated
in Appendix C. Because of differences in the system Hamiltonian
and vibronic couplings, these equilibrium density matrices are com-
pletely different. The difference is graphically shown in Fig. 13. Note
that most of the differences are on or around the diagonal matrix
elements. ZINDO significantly overestimates the equilibrium pop-
ulation on the third site and underestimates the populations on
all the other sites. It is interesting that the difference also shows
up in the purity of the thermal ensemble with the ZINDO equi-
librium being significantly more pure [Tr(ρ2

) = 0.938] than the
TD-LC-DFTB equilibrium density matrix [Tr(ρ2

) = 0.63]. The von
Neumann entropies are also very different with ZINDO having very
low entropy at 0.174 and TD-LC-DFTB being considerably more
entangled at 0.91.

Finally, consider the FMO system being exposed to light. Gen-
erally, it is known that the absorption of the photon happens either
on chlorophyll 1 or chlorophyll 6, and the sink where the exci-
tation leads to further chemical reactions is molecule number 3.
The Hamiltonian describing the interaction of the system with light
under the dipolar approximation is

V(t) = −E(t)μ̂j , (44)

where E(t) is the external electric field of the light and μ̂ j = ∣ j⟩⟨0∣
+ ∣0⟩⟨ j∣ is the transition dipole operator for the jth molecule (∣0⟩
is the ground state, j is either 1 or 6). We want to understand
how the expectation value of the dipole moment on the initially
excited chlorophyll molecule changes as a result of this external
perturbation. Under linear response,

δ⟨μ̂j(t)⟩ = ∫ dt′χ(t − t′)E(t′), (45)

where

χ(t) = iΘ(t)⟨[μ̂j(t), μ̂j(0)]⟩. (46)

As discussed in the previous example, χ′′(ω) is related
to the imaginary correlation function, Gμ j μ j(ω), as

FIG. 14. Correlation and response functions for the site-local dipole moment
autocorrelation function.

χ′′(ω) = sinh (h̵ωβ/2)Gμ j μ j(ω) and encodes the frequency
dependent response of the jth chlorophyll to light incident on it.
However, it is independent of the exact form of E(t).

The complex-time correlation function, Gμ j μ j(ω), and the
response function, χ′′μ j μ j(ω) ,are shown in Fig. 14 for the TD-LC-
DFTB parameters. Note that the auto-correlation function for μ̂6
dies out much quicker than the one for μ̂1. Consequently, it is pos-
sible to cause changes in μ̂6 using a broader range of frequencies of
light. In addition, because χ(t) is the Green’s function, it encodes
how the dipole moment on the jth site would change because of
a delta function light pulse. The response to a particular pulse is
obtained through convolution with the pulse shape, as shown in
Eq. (45). The time-period of the decay gives the duration for which
the oscillations in the molecular transition dipole moment persist
on being exposed to a δ-function E(t). There are two other small
observations: first, the initial value of the correlation function is
not 1 because the normalization is done using the canonical parti-
tion function, and second, we have not taken the magnitude of the
molecular transition dipole moment into account, which would be a
proportionality constant.
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This dipole moment autocorrelation function can also yield
information about the lifetimes of the molecular excitation. Toward
that end, consider the lifetime of the molecular excitation on
the jth chlorophyll. This can be measured using the decay time
of the retarded Green’s function GR

exc(t) = iΘ(t)⟨[ĉ j(t), ĉ†j(0)]⟩,64

where ĉ j annihilates an excitation on the jth molecule. This
Green’s function measures the amplitude of an excitation cre-
ated on molecule j to remain on the same molecule after a time
period t. The excitations on different molecules, being tightly-
bound pairs of an electron and a hole, are bosonic in nature.
Additionally, in our treatment, we are treating a maximum of one

excitation per molecule, or (ĉ †
j)

2
= 0. This means that the molec-

ular excitations are hard-core bosons. Now, we represent χ(t) in
Eq. (46) in terms of these creation and annihilation operators using
μ̂ j = ĉ j + ĉ†j ,

χ(t) = iΘ(t)⟨[ĉj(t) + ĉ†j(t), ĉj(0) + ĉ†j(0)]⟩ (47)

= iΘ(t)(⟨[ĉj(t), ĉ†j(0)]⟩ + ⟨[ĉ
†
j(t), ĉj(0)]⟩) (48)

= 2iImGR
exc(t). (49)

This damping is correlated with how long the excitation
remains on the particular molecule or the “lifetime” of the molec-
ular excitation. It can be shown that the Gμ j μ j(t) correlation can
be related to the ⟨c j(t)c†j(0)⟩ correlation function where cj anni-
hilates an excitation on the jth molecule. This correlation func-
tion also measures the lifetime of a quasi-particle. Thus, we see
that the lifetime of the molecular excitation on the first chloro-
phyll molecule lasts longer than the one on the sixth chlorophyll
molecule.

IV. CONCLUSION
Equilibrium correlation functions form the basis for simula-

tions of various experimentally relevant observables. When open
quantum systems are involved, these correlation functions become
difficult to simulate because of the exponential scaling of computa-
tional complexity with the number of degrees of freedom. Approx-
imate approaches such as perturbation theory tend to fail either
because of strong system–environment couplings or because they
cannot be systematically converged. Path integrals and influence
functional provide a lucrative way of rigorously incorporating non-
perturbative influence of baths in these non-Markovian simulations.
However, as the number of paths increase, both the computational
and storage requirements tend to scale exponentially.

Tensor network is a commonly used framework of generat-
ing compact representations of tensors with large orders. Wide-
ranging applications of tensor networks abound in physics37,40–42

and chemistry.65–67 In this article, we have presented a tensor
network-based method for simulating thermal correlation func-
tions for open quantum systems. A matrix product state is used
to provide a compressed representation for the path amplitude
tensor. We show that the non-Markovian correlations for the
complex-time influence functional do not decay monotonically
with the history. Hence, if the influence functional is naïvely rep-
resented as a matrix product operator, the path amplitude MPS

will not offer optimal compression. We use the structure of the
bath response function to motivate an order of applying the influ-
ence functional that minimizes the growth of bond dimension
and, consequently, is optimal from a computational perspective.
Computationally, the tensor network backend opens up possibil-
ities of future use of graphics processing units to further accel-
erate simulations. We have also derived the cost associated with
the simulation.

Various simulations relating to rate theory, spin correlation
functions, thermodynamics, and response functions have been used
to illustrate the efficiency and broad applicability of the method.
For the spin-boson model, we have calculated rates for para-
meters similar to the ones used for proton transfer reactions
using the reactive flux theory and the spin–spin correlation func-
tions, which encode how the spin reacts to external perturbation.
We have applied the CT-TNPI method to simulate thermody-
namics and dynamical properties of the Fenna–Matthews–Olson
complex using rigorously defined vibronic couplings. Under lin-
ear response, the time-evolution of the change in the transition
dipole moment of a particular chromophore under coupling to
an external electromagnetic field is linked to a response func-
tion, which can be calculated at equilibrium. Using this, we have
shown the correlation functions of the transition dipole moment
corresponding to the sites numbered 1 and 6, which are most
likely to get excited. We noted that the molecular excitation on
the first chromophore has a larger lifetime than that on the sixth
chromophore.

In the near future, we will focus on comparing vibrational
dynamics of small molecules and rates of more complicated reac-
tions in bulk and inside a cavity. Beyond these system specific
studies, this work forms the first step in forming an infrastruc-
ture for multitime correlation functions that leverages tensor net-
works for greater efficiency. Such multitime correlation functions
are related to various multidimensional spectra.4 Furthermore, the
flexibility of the tensor network approaches allow us the ability
to explore routes to equilibration starting from non-equilibrium
initial conditions. Finally, the complex time tensor network path
integral code developed in Julia68 using the ITENSOR69,70 will be
released soon as a part of the QuantumDynamics.jl71 library that was
recently introduced as a platform for simulating dynamics in open
quantum systems.
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APPENDIX A: INFLUENCE FUNCTIONAL OPERATORS

Below are the exact forms of the constituent tensors of the
matrix product influence functional operator,

F (k)βl ,sk ,βr−1
= δβl ,sk δβr−1 ,sk exp(−

1
h̵

Nenv

∑
b=1

I(b)kk s(b)k s(b)k ), (A1)

F (k
′
)

βk′−1 ,sk′ ,βk′
= δβk′−1 ,βk′

exp(−
1
h̵

Nenv

∑
b=1

I(b)kk′ β(b)k′ s(b)k′ ), (A2)

F (1)s1 ,β1
= exp(−

1
h̵

Nenv

∑
b=1

I(b)1k β(b)1 s(b)1 ), (A3)

F (2N+2)
β2N+1 ,s2N+2

= exp(−
1
h̵

Nenv

∑
b=1

I(b)k,2N+2β(b)2N+1s(b)2N+2). (A4)

On application of the influence functional operators, the number
of sites on the path amplitude MPS decreases by one. The extra
vertex that is left behind without a site index is absorbed conven-
tionally in the vertex that is immediately to the right. With these
definitions, we have a complete definition of the tensor networks
required to simulate complex time correlation functions in a manner
that optimally uses the structure of the complex-time bath response
function.

APPENDIX B: COMPUTATIONAL COST

We want to estimate an approximate cost for simulating a
correlation function of a system with d states out to time NΔt.
CT-TNPI is essentially a method that uses repeated applications
of matrix product operators to matrix product states. There are
multiple methods of applying a matrix product operator to a
matrix product state, each with its own cost.41 Here, for sim-
plicity, we consider a direct MPO-MPS application and a sub-
sequent truncation of the resultant MPS using singular value
decomposition.

To simulate a correlation function at time NΔt for a sys-
tem with d states, we start with a bare path amplitude MPS with
2N + 2 sites and a constant bond dimension of d. All the influ-
ence functional MPOs have a bond dimension that corresponds
to d as well. However, unlike other methods, CT-TNPI is fur-
ther complicated by the fact that for every step, there are mul-
tiple (2N) MPO-MPS applications with the length of the MPS
shrinking by one after every application. Let βL be the maximum
bond dimension when the length of the MPS is L. Hence, β̄(NΔt)
= 1

2 N∑
2 N+2
L=3 βL.

For a direct application of an MPO of length L with a
bond dimension d to an MPS with bond dimension βL, the final
MPS that is truncated to have a bond dimension of βL−1, is
O(Lβ3

Ld4
+ LβLβ2

L−1d3
). Note that the cost depends on the fourth

power of the system dimensionality. Since d is a constant, it can
be treated as a prefactor. Additionally, βL < βL−1 because MPO

application increases the entanglement between sites and corre-
spondingly the maximum and average bond dimensions. Con-
sequently, the second term in the cost for the Lth step can be
simplified to O(Lβ3

L−1d4
). Thus, the total cost of the Lth step is

O(Ld4
(β3

L + β3
L−1)).

Now, the total cost for simulating the correlation function out
to t = NΔt is

κ(NΔt) =
2N+2

∑
L=3

O(Ld4
(β3

L + β3
L−1)) (B1)

=
2N+2

∑
L=3

O(Ld4β3
L). (B2)

The rearrangement inequality states that if there are two sequences,
xi and yi, ordered in the same sense,

x1yN + ⋅ ⋅ ⋅ + xN y1 ≤ xπ(1)y1 + ⋅ ⋅ ⋅ + xπ(N)yN

≤ x1y1 + ⋅ ⋅ ⋅ + xN yN. (B3)

This means that the “reverse” sum of two ordered sequences has
the minimum value and the “direct” sum has the maximum value.
All sums of random pairings have values in between these two
extremes.

Now, for our case, the sequence βL is ordered in a decreasing
order with increasing L. Hence, the term ∑L Lβ3

L, which appears
in Eq. (B2), is the reverse sum of the two sequences and has
the minimum value. By averaging the values of all the P pos-
sible random sums, one can show that ∑L Lβ3

L < L̄∑L β3
L, where

L̄ = ∑L L/P.
Because βL > 0 for all L, β̄ 3

> 1
8 N3∑L β3

L. (There are other cross-
terms in β̄ 3.) Combining all these limits, the total cost can be re-
expressed as

κ(t) = O(d4β̄ 3
(t)). (B4)

Thus, the cost of simulation of the correlation function at time
t has an upper bound that goes as d4β̄ 3

(t). This is as com-
pared to d2N+2 paths for a basic QuAPI simulation of the cor-
relation function. (With filtration, the number of paths may
be decreased even in the case of QuAPI.) The SVD filtration
implicit in the MPS representation kills the exponential growth of
complexity.

APPENDIX C: FMO EQUILIBRIUM DENSITY MATRICES

The equilibrium density matrices (rounded to 5 places of dec-
imal) corresponding to FMO parameterized by different methods
are
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ρTD−LC−DFTB(300 K) =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0.019 93 0.007 31 −0.002 61 0.000 11 −0.000 32 0.000 52 0.000 17 −0.000 01

0.007 31 0.035 12 −0.010 87 −0.001 04 −0.000 12 −0.000 58 −0.000 13 −0.000 04

−0.002 61 −0.010 87 0.788 16 0.026 48 0.002 11 0.003 28 −0.002 98 −0.000 77

0.000 11 −0.001 04 0.026 48 0.040 31 0.006 21 0.000 67 0.003 14 0.000 09

−0.000 32 −0.000 12 0.002 12 0.006 21 0.022 43 −0.002 62 0.000 31 −0.000 37

0.000 52 −0.000 58 0.003 28 0.000 67 −0.002 62 0.0251 −0.000 96 0.000 22

0.000 17 −0.000 13 −0.002 98 0.003 14 0.000 31 −0.000 96 0.019 15 0.000 44

−0.000 01 −0.000 04 −0.000 77 0.000 09 −0.000 37 0.000 22 0.000 44 0.0498

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(C1)

ρZINDO(300 K) =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0.000 67 0.000 26 −0.001 23 −0.000 01 −0.000 01 0.000 02 0.000 01 −0.0

0.000 26 0.001 71 −0.005 52 −0.000 11 −0.000 01 −0.000 04 0.000 01 −0.0

−0.001 23 −0.005 53 0.968 01 0.013 47 0.000 72 0.0018 −0.002 03 −0.000 45

−0.000 01 −0.000 11 0.013 47 0.001 48 0.000 25 0.000 06 0.000 09 0.000 01

−0.000 01 −0.000 01 0.000 72 0.000 25 0.001 41 −0.000 16 0.000 01 −0.000 06

0.000 02 −0.000 04 0.0018 0.000 06 −0.000 16 0.002 27 −0.000 06 0.000 04

0.000 01 0.000 01 −0.002 03 0.000 09 0.000 01 −0.000 06 0.001 21 0.000 08

−0.0 −0.0 −0.000 45 0.000 01 −0.000 06 0.000 04 0.000 08 0.023 24

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

(C2)
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Kleinekathöfer, “DFTB/MM molecular dynamics simulations of the FMO light-
harvesting complex,” J. Phys. Chem. Lett. 11, 8660–8667 (2020).
64R. D. Mattuck, A Guide to Feynman Diagrams in the Many-Body Problem, 2nd
ed. (Dover Publications, New York, 1992).
65G. K.-L. Chan and S. Sharma, “The density matrix renormalization group in
quantum chemistry,” Annu. Rev. Phys. Chem. 62, 465–481 (2011).
66J. Ren, Z. Shuai, and G. Kin-Lic Chan, “Time-dependent density matrix renor-
malization group algorithms for nearly exact absorption and fluorescence spectra
of molecular aggregates at both zero and finite temperature,” J. Chem. Theory
Comput. 14, 5027–5039 (2018).
67R. Olivares-Amaya, W. Hu, N. Nakatani, S. Sharma, J. Yang, and G. K.-L. Chan,
“The ab-initio density matrix renormalization group in practice,” J. Chem. Phys.
142, 034102 (2015).
68J. Bezanson, A. Edelman, S. Karpinski, and V. B. Shah, “Julia: A fresh approach
to numerical computing,” SIAM Rev. 59, 65–98 (2017).
69M. Fishman, S. White, and E. Stoudenmire, “The ITensor software library for
tensor network calculations,” SciPost Phys. Codebases 4, 1–53 (2022).
70M. Fishman, S. White, and E. Stoudenmire, “Codebase release 0.3 for ITensor,”
SciPost Phys. Codebases 4-r0.3 (2022).
71A. Bose, “QuantumDynamics.jl: A modular approach to simulations of
dynamics of open quantum systems,” J. Chem. Phys. 158, 204113 (2023).

J. Chem. Phys. 159, 214110 (2023); doi: 10.1063/5.0174338 159, 214110-15

Published under an exclusive license by AIP Publishing

 05 June 2025 09:38:31

https://pubs.aip.org/aip/jcp
https://doi.org/10.1146/annurev-physchem-040412-110122
https://doi.org/10.1016/j.aop.2015.07.006
https://doi.org/10.1103/physreva.35.1436
https://doi.org/10.1063/1.480834
https://doi.org/10.1021/jp004307w
https://doi.org/10.1016/0009-2614(93)89135-5
https://doi.org/10.1063/1.468244
https://doi.org/10.1021/jp951673k
https://doi.org/10.1016/s0301-0104(01)00286-5
https://doi.org/10.1063/1.1423936
https://doi.org/10.1063/1.4986587
https://doi.org/10.1021/acs.jcim.9b00081
https://doi.org/10.1103/physrevlett.69.2863
https://doi.org/10.1016/j.aop.2010.09.012
https://doi.org/10.1098/rsta.2010.0382
https://doi.org/10.1103/physrevlett.93.076401
https://doi.org/10.1016/j.aop.2019.167998
https://doi.org/10.1103/physrevlett.102.190601
https://doi.org/10.1038/s41467-018-05617-3
https://doi.org/10.1103/physrevlett.123.240602
http://arxiv.org/abs/2106.12523
https://doi.org/10.1063/5.0073234
https://doi.org/10.1103/physrevb.105.024309
https://doi.org/10.1103/physrevlett.112.110401
https://doi.org/10.1063/1.5058223
https://doi.org/10.1021/acs.jctc.0c00039
https://doi.org/10.1021/acs.jctc.0c00039
https://doi.org/10.1021/acs.jpclett.0c02760
https://doi.org/10.1021/acs.jctc.2c00163
https://doi.org/10.1021/acs.jctc.3c00200
https://doi.org/10.1021/acs.jpcb.3c03062
https://doi.org/10.1063/1.447913
https://doi.org/10.1007/bf02628319
https://doi.org/10.1063/1.5051652
https://doi.org/10.1063/1.5051652
https://doi.org/10.1021/jp9847540
https://doi.org/10.1063/5.0101396
https://doi.org/10.1063/1.469508
https://doi.org/10.1007/s11467-016-0540-2
https://doi.org/10.1016/j.jlumin.2007.02.053
https://doi.org/10.1021/acs.jpclett.0c02526
https://doi.org/10.1146/annurev-physchem-032210-103338
https://doi.org/10.1021/acs.jctc.8b00628
https://doi.org/10.1021/acs.jctc.8b00628
https://doi.org/10.1063/1.4905329
https://doi.org/10.1137/141000671
https://doi.org/10.21468/scipostphyscodeb.4
https://doi.org/10.21468/scipostphyscodeb.4-r0.3
https://doi.org/10.1063/5.0151483

